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Abstract—Sampling-based algorithms generate plans using
samples from implicit representations of high dimensional config-
uration spaces. These samples contain unexploited information,
which can be use to build a better understanding towards the
configuration space’s connectivity. We aim to use these samples
as data to learn explicit infeasibility proofs. Previous work has
shown success in up-to 4 DoF manipulation scenes. In this work,
we focus on improving the learning step of the previous algorithm
and show experimental results on a 5-DoF manipulator.

I. INTRODUCTION

High dimensional motion planning problems often have an

implicit representation of configuration space connectivity. For

example, in sampling-based motion planners [1, 6, 11, 12,

15, 16, 19], we usually setup validity checkers to implicitly

separate the free space and the obstacle region of a configuration

space. For high degrees of freedom (DoF) manipulators, this

representation efficiently links the 3D workspace scenes with

the high dimensional configuration space.

Understanding the configuration space is important for

motion planning. Earlier works have developed methods to

explicitly define a configuration space [25]. However, such

explicit representations are limited to lower dimensions and

translational movements. Sampling-based motion planners

generate samples while searching for path in the implicitly

represented configuration space. These samples are data con-

taining information of the original configuration space. The

purpose of this research is to apply learning methods to the

data points (configuration space samples) in order to gain a

better understanding of the configuration space.

Given a motion planning problem configuration space, an

important question we want to understand is whether there

exists a collision free path connecting the start and the goal. A

complete motion planner answers this question and produces

a valid path in finite time [20]. In previous work [23], we

approach this question by constructing an infeasibility proof in

a configuration space using the sampled points from a sampling-

based motion planner. The infeasibility proof is a closed

manifold that exists in the obstacle region of the configuration

space and separates the start and the goal. We first learn the

manifold using the sampled points as data, then triangulate

the manifold to prove its containment in the obstacle region.

Existence of the infeasibility proof prevents any collision free

path between the start and the goal, thus making the sampling-

Fig. 1: Algorithm overview [24]. The red block shows the

infeasibility proof construction, which runs in parallel with a

PRM planner.

based motion planner complete in the limit. This algorithm

scaled up-to 4-DoF manipulators.

Our current goal is to scale our algorithm to higher dimen-

sions. However, applying it to 5-DoF manipulators reveals

issues in the learning process not present in lower-dimensional

spaces. In this abstract, we generalize the previous algorithm

to improve learning for higher DoF manipulators and propose

future directions to scale further. Learning has previously

been applied to feasibility of planning. Some works [29, 8]

learn classifiers to predict motion planning feasibility from

object features or visual inputs. However, these approaches

produce estimations of motion feasibility, which is not a

definitive answers. Our algorithm framework aims for definite

infeasibility results.

II. PROBLEM DEFINITION

A motion planning problem consists of a configuration space

C of dimension n, a start configuration qstart, and a goal

configuration qgoal [20]. The configuration space C is the

union of the closed set obstacle region Cobs and the open set

free space Cfree. A feasible plan is defined as a path σ such that

σ[0, 1] ∈ Cfree, and σ[0] = qstart, σ[1] = qgoal. The solution

to the motion planning problem is a feasible plan if one exists,

or an infeasibility proof if no motion plan exists.

Definition 1 (Infeasibility Proof). A manifold M in C defined

by a continuous function f(q) = 0 is an infeasibility proof if

and only if,
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(I) M is a closed manifold,

(II) M separates the start and the goal, f(qstart)f(qgoal) <
0,

(III) M is contained entirely in Cobs, ∀f(q) = 0, q ∈ Cobs.

III. ALGORITHM

A. Summary of Previous Algorithm

Figure 1 shows the overall algorithm structure, which runs

in parallel a sampling-based planner and the infeasibility proof

construction algorithm, terminating with either a plan or an

infeasibility proof. The first step is to learn a manifold using

available sampled configurations in Cfree. Compared to [23],

which used RRT-connect [21] as the sampling-based planner,

this abstract uses a Probabilistic Roadmap (PRM) planner [16].

We learn the manifold by setting up a binary classification

problem with the sampled Cfree configurations as the training

data. Configurations in the graph component containing the

goal configuration are one class, and all configurations in other

components are under the other class. For training, we use

a support vector machine (SVM) with Radial Basis Function

(RBF) kernel. BRF kernel SVM has many advantages, including

large margin, analytical form boundary function, and the ability

to fit any curvature with only one hyper-parameter that controls

over-fitting.

After training, we sample points on the manifold for

triangulation in the next step. We sample points on the manifold

by solving a nonlinear optimization problem for each point.

The learning process iterates between training and sampling

points on the manifold. If there are manifold points in Cfree,

we add these points back to the training data set and retrain

the manifold, until all manifold points are in Cobs. The top

part of Figure 2 shows this process.

After learning the manifold, we must verify that it is entirely

in Cobs. We first triangulate the manifold with tangential De-

launay complexes [2, 3] to construct a reassembling polytope,

then check that the polytope is entirely in Cobs by checking

each facet of the polytope with configuration space penetration

depth. If this checking succeeds, we have an infeasibility proof.

B. New Algorithm

When applying the previous algorithm on a 5-DoF manip-

ulator, the learning process cannot train successfully. In the

previous algorithm, as stated before, we add Cfree manifold

points back to the training set and retrain the manifold. In this

process, we must categorise the Cfree manifold points into either

of two classes, i.e., goal component or non-goal component.

We attempt to determine this by linearly interpolating the

manifold points with a set of its neighbors. If the manifold

point is connectable to one of its neighbors, then its class is the

same as its neighbor’s class. If we cannot find any connectable

neighbors, then we acquire more samples from the planning

graph. This process works for 4-DoF manipulator and would

theoretically work for higher DoF manipulators as well. In

practice, however, this linear interpolation would require dense

sampling of the configuration space in order to connect all
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Fig. 2: Algorithm updates overview. Part of the manifold

learning step uses the PRM planner to categorize points for

training.

difficult-to-determine manifold points to nearby samples. In

higher dimensions, this requires an exponential sampling time.

To accommodate fewer samples in higher dimension, we

propose an updated algorithm for training the manifold that

further couples learning and PRM sampling. Figure 2 shows

this change. We define a new sampler for the PRM planner.

When adding the manifold points to the training set, we save all

uncategorized points to a set. During sampling, the new PRM

sampler returns points from the uncategorized points set if the

points are not used previously. Otherwise, the sampler performs

normal uniform sampling. When the training and sampling

iteration cannot improve anymore (loop 1 in Figure 2), that is,

when we cannot categorize any of the Cfree manifold points,

the algorithm acquires more samples from the planning graph

(loop 2 in Figure 2). Since the uncategorized points become

samples of the PRM planner, they are marked as they are

part of the planning graph. These samples may or may not be

connectable to the existing PRM planning graph components.

If a sample is not connectable, then it becomes a separated

component of the planning graph.

The updated learning algorithm creates a stronger integration

between the sampling-based motion planner and the infeasibil-

ity proof construction. On the infeasibility proof construction

side, the learning step uses PRM’s ability to categorize points

(connect to a roadmap component, or become a separated

component of the planning graph) for training. On the planner

side, the new sampler employs the infeasibility proof by-product

(Cfree manifold points) as a sampling heuristic, which may

aid in solving motion planning problems involving narrow

passages. We discuss this further in future work.

IV. PRELIMINARY RESULTS

To test our updated algorithm, we setup a 5-DoF manipulator

scene as shown in Figure 3. The goal in this scene is to reach
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(a) Start scene. (b) Goal scene.

Fig. 3: Experiment scenes

the back of the shelf from a start position outside of the shelf

with some obstacles in the front, which simplifies a real-world

scenario of reaching items in the back of a cluttered cabinet.

The manipulator has the similar kinematics to the widely-

fielded FLIR (formerly Endeavor Robotics and iRobot) 510

PackBot arm [27]. We run our experiments on a multi-core

system, a dual CPU AMD EPYC 7402 with 24 cores per CPU.

We adapt the PRM [16] in OMPL [5] to use the new sampler

and run in parallel with our infeasibility proof construction.

We solve the nonlinear optimization problems using sequential

least-squares quadratic programming (SLSQP) [13, 17, 18].

We train the manifold using LIBSVM [4]. We model robot

kinematics using Amino [7]. We determine ground truth for

plan non-existence to high-confidence for a scene by running

RRT-connect continuously for greater than 20 minutes.

As stated in Sec. III-A, when all manifold points are in

Cobs, we continue to the verification steps. For this preliminary

experiment, we want to see how long the learning step takes

for higher DoF manipulators, so we apply the updated learning

algorithm to the scene in Figure 3 and train until all manifold

points are in Cobs. Figure 4 shows the runtime distribution

among 50 runs. As we can see, most runs completed within

100 seconds. Table I shows more statistics on the runs. Training

the manifold and sampling points on the manifold are the two

major steps. On average, there are 61,702 points sampled on

the manifold, and they are all in Cobs by the end, which is

non-trivial amount of checks for the manifold’s existence in

Cobs. This experiment only covers the learning step, we discuss

improvements of the verification step as part of future work.

Runtime and Profiling Results

Total (s) Train (s) Sample (s) mani # training #

Mean 72.72 43.05 29.66 61,207 265,956

STD 59.24 51.94 8.94 3939 178,494

TABLE I: Runtime and profiling statistics.

V. DISCUSSION AND FUTURE WORK

On average, the training of the manifold takes about 60%

of the overall runtime of the learning step. Comparing with

experiments for lower-DoF manipulators, where the training

time is negligible, training in 5-DoF scenes takes much longer

due to a larger data set. To improve training time, one direction

of future work is to explore machine learning methods that train
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Fig. 4: Experimental result shows that the learning step for

5-DoF manipulator scenes take less than 100 seconds in most

runs.

faster and/or are more suitable for large data sets. Algorithms

for training a faster SVM has been proposed in previous

works [22]. Our current implementation uses single-core, CPU-

based learning [4], so another possibility is to use multi-core

CPUs and GPUs to accelerate training [30]. Also, training linear

SVM is faster than kernel SVM and but cannot be applied

to non-linear classification problems. Past work has explored

methods that use a combination of linear SVMs to approximate

non-linear boundaries [10, 26, 28, 31]. Neural-Network(NN)

models are also possible. Recent work has been developed for

training NN with large margins [9].

After the learning step, we also need to improve the verifica-

tion steps. In previous experiments for lower DoF manipulators,

the verification step takes the majority of overall algorithm

runtime [23]. For 5-DoF manipulators, the verification step

would take considerably longer using the previous algorithm.

One important step of verification is the triangulation. Exploring

faster triangulation methods would greatly improve our runtime.

Recently, we have found that Coxeter triangulation [14] could

be a good triangulation methods to use. Initial trials in 4-DoF

scenes reduce the triangulation time from the scale of 102

seconds to around 1 ∼ 5 seconds.

Besides the above discussions for infeasibility proof con-

struction, the proposed algorithm could also be beneficial for

searching a valid path. Even though the learned manifold may

not exist entirely in Cobs at the beginning, the manifold is

very likely to be largely in Cobs because we train it to classify

two groups of Cfree points. If there exist narrow passages

that connect the two classes of points, it is possible that the

unclassified manifold points would quickly reveal them. Then,

using the uncategorized manifold points as samples would

guide the planning graph towards narrow passages to find

a path. Effectiveness of this sampling heuristic in practice

requires more experiments.
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